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DATAWORKS FOR GNSS

Dataworks for GNSS Functional Schematic
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Note: instrument locations are schematic

Dataworks provides data management and distribution software subsystems as open source

modules that can be employed by regional GPS/GNSS managers for small to medium scale
networks (e.g. |0-100 stations).
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MOTIVATION AND FUNCTIONS

Recognizing that many organizations operate

G

W
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NSS stations but do not have the expertise to
rrte their own software systems for the

ndamental tasks of GNSS data and metadata

management, UNAVCO created Dataworks for

GNSS. These software modules are intended to

keep the tasks of handling |
Ingesting, metadata storage, and presentation to
the users manageable for smaller institutions.
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Dataworks was

- funding to COCONet for
Data Centers.

Functions

» Handle Incoming Data

« Extract Metadata

« Maintain Database of Metadata

» Data Stored and Backed-Up

« Data and Metadata Distribution VWeb

User Interface

« Web Services

» Mirroring and Federation Options
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Geodesy Seamless Archive Centers (GSAC)

Data Repository Architecture

GSAC (Geodesy Seamless Archive Centers)

* bullt to enable simplified search across archives
* Implemented In Java

~

ﬁ

* uses uniform web services, enables federation

* built by partners UNAVCO, SOPAC, CDDIS

* NASA ACCESS funding 2010-2012

* NSF funding 201 3-2014

» adopted In Europe by EPOS

» Installations in Europe revealed lack of software

iNnfrastructure
» GSAC prototype database initiated

GSAC has been installed at 8 centers in Europe



GSAC AND EPOS IN EUROPE

Up-to-date listing at
UNAVCO

http://www.unavco.org/software/data-management/
gsac/repositories/repositories.htm

INGV, Italy

http://bancadati2.gm.ingv.it:808 | /gsacring/gsacapi/site/

form

RENAG, France

http://webrenag.unice fr/gsac/

National Observatory of
Athens, Greece

http://194.1/77.194.238:8080/noanetgsac/gsacapli/

FreDNET, [taly

http://158.110.30.1 1 6:8080/gsacogs/
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DATAWORKS MODULES

Required:

» Specified OS (CentOS Linux) and

O

» Dataworks
on MySQL
» GSAC (Geodesy Seamless Archive
Centers Software)

Htional:

* Mirroring (from partne
» Recelver downloac

data management
» Metrics and Backup

Services (e.g. lomcat, FTP)
Database Schema running

~ data centers)

and assoclated



DATAWORKS DATABASE

Database schema

* purpose-built for Dataworks

» evolved from GSAC prototype database schema
» fundamental tables: station, file, equip_config

» lookup tables aid maintenance, clean metadata
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Dataworks Station Management

User Stations
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RECEIVER DATA MANAGEMENT

Python Modules

» downloadManager
* downloadingester
* downloadcxporter

These modules download files from
remote recelvers and manage interaction
with GSAC through Dataworks database
(Ingest metadata), storing in local ftp
server for distribution
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The TLALOCNet GSAC GPS Re... * +

tialocnet.udg.mx/tlalocnetgsac/

TLALOCNet GSAC Services for GNSS Data Repository
Powered by < GSAC >

Search Sites | Search Files | Browse | Information | Help

The TLALOCNet GPS Repository
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TLALOCNet is a combined atmospheric and tectonic cGPS-Met network in Mexico for the interrogation of climate, atmospheric processes, the earthquake cycle, and tectonic processes of
Mexico. When completed, TLALOCNet will span all of Mexico and will link existing GPS infrastructure in North America and the Caribbean to create a continuous, federated network of
networks spanning from Alaska to South America. NSF funds are being used to build 6 new cGPS stations at locations of high scientific value in Mexico and adjacent islands and upgrade 32
existing cGPS sites, including 19 funded by NSF and 13 funded by UNAM. The 38-station network will operate to the high standard of the EarthScope Plate Boundary Observatory (PBO) and
the Continuously Operating Caribbean GPS Observational Network (COCONet), and will complement other cGPS-MET stations funded through Mexico's Conacyt, and UNAM-PAPIIT. This
effort builds on two decades of NSF investments in Mexico and was preceded by several years of preparation, community workshops, and multi-institutional planning.

For additional information on this network please vist the TLALOCNet websites at: TLALOCNet-UNAM and TLALOCNet-UNAVCO.

This GSAC repository of GPS and Meteorological data for TLALOCNet provides search and discovery of information about the TLALOCNet GPS-Met sites and instruments, and download of
instrumental data files (Rinex obs and met) from the network. To begin searches for site information, click on Search Sites above, or click on Search Files to find and download instrument data
files from this repository. For more details about how to use GSAC to find and download GNSS data, click on Help above, and see the GSAC User Guide.

Web Services

<GSAC>

for Geoscience Data

UNAvCO , & &

To learn how to use GSAC, and what GSAC can provide, see the GSAC User Guide, the GSAC user documents, and UNAVCO's GSAC web site.

This data repository is hosted at the Universidad de Guadalajara and powered by UNAVCO's GSAC, a software package for web services. GSAC enables search and downlead from archives of geoscience data,
including GPS/GNSS station information a2nd instrument data files. UNAVCO, a nen-profit university-governed consortium, facilitates geoscience research and education using geodesy.

REGIONAL DATA CENTERS

COCONet Regional D

Geologica
CIMH Barbados
INETER, Nicaragua

Selected from proposal

ata Centers running

Survey of Colombia (5GC)

s submitted to RFP

Dataworks:

TLALOCNet Regional
Universidad de Guada

Data Center running

alara / UNAM

Dataworks

« Server with
to each center
* [raining in Dataworks

at UNAVCO

Dataworks installed by UNAVCO delivere




UNAVCO
\/ DATA & METADATA MIRRORING

Dataworks Mirroring Schematic
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-acllitates data sharing across
regional networks with
individual data centers having
responsibility for part of the
network

Used at COCONet and
TLALOCNet Regional Data
Centers to Mirror UNAVCO
holdings form COCONet or
TLALOCNEt sites




DATA & METADATA FEDERATION
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GSAC Service Layer Java Code

Capabilities

Queries

Results

Repository Implementation
Java Code

network

-acllitates data search across regional
networks with individual data centers

naving responsibllity for part of the
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INFORMATION AND DOCUMENTATION
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UNAVCO

Community Projects

Dataworks for GNSS:

Manual for Data Repositories

home - beta server - software - data management = dataworks

Software Dataworks for GNSS

Dataworks, a work in progress, provides subsystems as open source software modules that can be employed by regional GNSS managers for small
networks (e.g. tens of stations). Subsystems and modules include GNSS downloading from the receiver and subsequent data management,
metadata management using a streamlined database, and data and metadata distribution:

- Data Management

» Dataworks for GNSS Database (DGD) Schema for MySQL dbms

» SiteDataManager: Dataworks for GNSS metadata management User Interface (Ul) (Planned)

» GSAC (Geodesy Seamless Archive Centers) for Dataworks: web and AP| data and metadata access

» Data Download Module: receiver downloading and local data handling

« Data Mirror Module: mirroring of data and metadata from a GSAC data center and subsequent local data handling

« Backup Recommendations: backups of data and metadata

* Metrics Module: tracking of data ingest and outflow

o Server Setup: preparing a linux (CentOS) server for Dataworks software

« Software Repository: access Dataworks software modules

Related Link « Dataworks FAQ: A Datworks FAQ

Last modified: Thwrsday, 14-May-2015 16:59:23 Mountain Daylight Time

Dataworks web site and documentation

http://www.unavco.org/software/datamanagement/dataworks/dataworks.ntml



http://www.unavco.org/software/datamanagement/dataworks/dataworks.html
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Development 1s needed In these areas:

* Improve scalability

» Add tools for operator metadata management

» Add functionality related to realtime

» Expand the recelvers and formats of the Download Module

» Add QC and formatting functionality

» Jest In a Cloud VM environment and distribute as a VM image
» Sustainable support

Addrtional development will depend on securing additional resources



